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Abstract

This paper posits the hypothesis that phonological structure is first-order definable from surface strings, and shows how this hypothesis meaningfully restricts the typology with respect to surface correspondence-based analyses of long-distance consonant agreement. This is accomplished through the technique of logical transductions, which make it possible to compare the relative expressivity of constraints operating over distinct structures, and thus to connect phonological structure with computational characterizations of phonological patterns. Comparisons are also made to previous explanations of long-distance consonant agreement under formal language theory and surface correspondence in Optimality Theory.
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1 Introduction

Computational analyses of phonological patterns have resulted in restrictive characterizations of phonology in terms of string patterns, but a yet unanswered question is what role phonological structure plays in this complexity. This paper offers an answer to this question, both by introducing a method by which we can compare the relative complexity of distinct structures, and by positing an upper bound on this complexity. Specifically, the following motivates and explores the hypothesis that phonological structure is first-order (FO-)definable from strings.

As a test case, this paper examines surface correspondence (Hansson, 2001, 2010; Rose and Walker, 2004; Bennett, 2013) as a mechanism for explaining long-distance consonant agreement (LDCA). An example of LDCA is in Navajo, in which all sibilants in a word must agree in anteriority (relevant sounds are highlighted in bold).
(1) Navajo sibilant harmony (Sapir and Hoijer, 1967)

a. fí-tʃī:h ‘my nose’ *sí-tʃī:h  
b. fí-tʃī:h  
c. sì-zid ‘my scar’ *fì-zid  
d. sì-zid

LDCA, as in Navajo, holds over intermediate material without perceptibly affecting it, a fact that has been analyzed through a correspondence relation that directly relates the interacting segments, as depicted visually in (1b) and (d). This paper shows that the correspondence relations that capture attested LDCA patterns are definable in a fragment of FO, and also that the FO-definability hypothesis excludes logically possible, unattested correspondence relations, including at least one that can be defined in Optimality Theory (Prince and Smolensky, 1993, 2004).

FO-definitions of phonological structure are made through the technique of logical transductions (Courcelle, 1994; Engelfriet and Hoogeboom, 2001; Courcelle et al., 2012). Briefly, logical transductions define an output structure in the logical language of the input structure. This paper introduces this technique and shows how, in terms of a *theory* of phonological structure, FO-definability constrains the expressivity of representations. More specifically, (FO-definable) constraints written over FO-definable structure are not any more expressive than FO-definable constraints written over strings. This is significant because FO-definable sets of strings appear to be the upper bound on the complexity of phonology (Graf, 2010a,b; Rogers et al., 2013). Concretely, it is shown that agreement constraints that enforce assimilation are FO-definable, and thus do not go beyond this complexity threshold.

This approach appears different from that of OT, which builds structure using violable constraints, as well as from approaches based on computational characterizations of string patterns, which use a minimal amount of structure. However it is shown below how a logical approach to structure can incorporate insights from both. Future work can articulate a more restrictive theory based on both the substantive constraints that are the hallmarks of OT analyses and the computational analyses of formal language-theoretic analyses of phonology.

This paper is structured as follows. §2 reviews examples of LDCA and language-specific conditions on correspondence. §3 motivates and introduces FO definitions of phonological structure, and §4 demonstrates that correspondence relations for attested LDCA patterns are FO definable, and how the proposal excludes some logically possible but unattested correspondence relations. §5 compares this approach to OT and existing formal language-theoretic approaches to phonology, §6 discusses paths for future work, and §7 concludes.
2 The empirical focus

This section reviews important typological generalizations about the primary empirical domain of interest, long-distance consonant agreement (LDCA), and how they motivate a surface correspondence relation that directly connects agreeing consonants (Hansson, 2001, 2010; Rose and Walker, 2004; Bennett, 2013).

Importantly, the following views the relevant patterns in terms of phonotactics, or surface well-formedness. This is not how these patterns are always studied; LDCA is often viewed as a process in which the featural makeup of segments in an input underlying form is changed to produce an output surface form, and similarly stress patterns are often viewed as the application of some stress-assigning process to an input string of unstressed syllables. However, there are several reasons why we can and should look at these patterns, and their concomitant structure, in terms of surface well-formedness. First, it is considerably simpler enterprise—we can analyze the surface structure without making additional assumptions about how it got there. Second, phonotactic patterns can be viewed as sets (Heinz, 2010), and the computational properties of sets that are relevant to phonology are better understood than those for processes, which are maps (see Chandlee (2014) for discussion). Third, and perhaps most importantly, anything we learn about phonotactics is a generalization that can and should form a constraint on our theory of processes. We can do this directly by studying logical transformations, a point discussed in more detail in §6. In sum, well-formedness is a natural starting point for the hypothesis advanced in this paper, but it is by no means an end goal.

2.1 Long-distance consonant agreement and surface correspondence

LDCA can be characterized as agreement between two or more consonants separated by at least one vowel without the intervening segments being affected (Hansson, 2001, 2010; Rose and Walker, 2004). For example, in Navajo, all sibilants in a word assimilate in anteriority to the rightmost word (Sapir and Hoijer, 1967). The relevant segments are highlighted in bold.

(2) Navajo sibilant harmony (Sapir and Hoijer, 1967)

a. fí-li:ʔ ‘my horse’

b. fí-tʃʰ ‘my nose’

c. sí-zid ‘my scar’

d. sí-ʔá ‘a round object lies’

e. fí-teːʒ ‘they (dual) are lying’

f. dasdo:lis ‘he (4th) has his foot raised’

In (2a) through (2e), [s] and [ʃ] alternate depending on the anteriority of a sibilant in the root, if present. The examples (2e) through (f) show that this dependency between sibilants
holds across arbitrary distances; words like (2f) [dasdolis] ‘he (4th) has his foot raised’ are attested but hypothetical words like *[dafs dolis] or *[dasdolj] are ungrammatical, even though the disagreeing sibilants are in nonadjacent syllables and are separated by the five-segment sequence [doli].

Aside from the long-distance interaction, the Navajo pattern has several characteristics typical of LDCA patterns (Hansson, 2001, 2010). First is that agreement affects similar segments—all sibilants in a word are affected. Second is that intervening material is not phonologically affected (Hansson, 2001, 2010; Rose and Walker, 2004). From these properties, Walker (2000, 2001), Hansson (2001, 2010), Rose and Walker (2004), and subsequent researchers concluded that the interaction between consonants in LDCA is based on a direct correspondence relation (McCarthy and Prince, 1995, 1999) between the agreeing segments, and is not mediated through changes to the intervening segments. On this view, in Navajo all sibilants correspond, and the agreement generalization is thus that corresponding segments must agree in anteriority. This is depicted in (3), with the correspondence relation represented visually as a curved line between segments. (Correspondence is usually indicated through indices, but representing it visually will be useful when considering explicit models of phonological structure in §3.)

(3) a. f-te:3 b. s-te:3 c. *[+ant] [–ant]

In (3a) and (3b), a correspondence relation connects the sibilants [f] and [z] and [s] and [z], respectively. Why (3b) is ill-formed can then be stated concisely as depicted in (3c): a configuration in which a [+anterior] segment and a [–anterior] segment are in correspondence is forbidden. (Note that while the [+anterior] feature is written before the [–anterior] one, they are unordered.) Such generalizations are usually formalized as IDENT-CC faithfulness constraints between correspondents, while (3c) is written like a markedness constraint, but they are equivalent in that they identify forbidden configurations of correspondents. Thus, the fact that sibilants agree in Navajo without any perceptual effect on the intervening segments is captured by this direct correspondence relation between sibilants.

The surface correspondence relation has been defined differently by different authors. This paper will assume Bennett (2013)’s definition, as it is the most explicit. Bennett (2013) argues that surface correspondence is an equivalence relation, which means that it is reflexive (i.e., that every segment is in correspondence with itself), symmetric (i.e., unordered), and transitive. Not all other theories of surface correspondence agree on these points. For example, the definition of correspondence in Walker (2001) is not symmetric. As discussed at the relevant points below, changing this assumption does not bear on the FO-definability of correspondence.
2.2 Language-specific conditions on correspondence

More importantly, whereas the properties of an equivalence relation are assumed to be universal properties of correspondence, any theory of correspondence must admit language-specific conditions on correspondence. One such condition, the featural similarity of the corresponding segments, has already been discussed. The following reviews several LDCA patterns that, assuming that LDCA is the result of a correspondence relation, show that surface correspondence can also be conditioned on distance, intervening segments, and on the prosodic role of the correspondents.

As such, the following focuses on the correspondence relation itself and abstracts away from faithfulness considerations that factor into OT theories of correspondence. Thus, the following shall not discuss featural identity, root identity, and directionality to the extent that they affect the surface realization of segments and not the correspondence relation itself (Rose and Walker, 2004; Hansson, 2001, 2010). While this may seem unusual, it will allow us to directly analyze the structural properties of surface correspondence in §4, and compare and contrast this to how surface correspondence is generated in OT in §5.1. Finally, as correspondence is (usually) assumed not to be directly observable, there can be a tremendous amount of ambiguity as to when correspondence is actually present. The following focuses on situations in which correspondence is directly related to agreement: that is, a correspondence relation is present between two distinct segments if and only if there is LDCA between them. This is a reasonable assumption for focusing on the core cases of LDCA; an OT analysis that does not assume this will be discussed in §5.1.

First, it is not always the case that LDCA is unbounded (Hansson, 2010; McMullin and Hansson, 2016). In Koyra (Koorete; Hayward, 1982), only sibilants separated by at most one vowel harmonize in anteriority. In (4a) below, the sibilant in the affixes /-us-/ ‘causative’, /-os/- ‘3 masc. sing. perfective’, and /-es/- is realized as [–anterior] after affixes ending in a [–anterior] sibilant. However, as shown in (4b), the affix sibilants are not affected by a [–anterior] sibilant occurring further to the left.

(4) Koyra (Hayward, 1982)

a. /go'tf-us/- go'tf-'uf ‘cause to pull’
   /?ord3-us/- ?ord3-'uf ‘to make big, increase (tr.)’
   /d3af-us-es:e/ d3af-'uf-ef:e ‘let him/them frighten someone’

b. /fod-us/- fod-us ‘cause to uproot’ *fod-'uf
   /tʃa:n-us/- tʃa:n-'us- ‘cause to load’ *tʃa:n-'uf-
   /fod-d-os:o/- fod-os:o ‘he uprooted’ *fod:'o:

Importantly, in a sequence of syllable-adjacent sibilants, all harmonize together. In (4a) /d3af-us-es:e/ ‘let him/them frighten someone’, the assimilation of the /s/ in /-us-/ to the pre-
ceding /ʃ/ in /dʒaf-/ feeds assimilation in the following /s/: in /-esːə/; thus all sibilants harmonize, producing [dʒaf- uf-efːe:], not *[dʒaf- uf-esːe].

Assuming a correspondence relation is responsible for this LDCA pattern, the well-formed and ill-formed correspondence structures in Koyra are as in (5).

(5)  

a. goːʃ uf  

d. *goʃ uf  'cause to pull' (4a)  

b. dʒaf- uf-efːe  

e. *dʒaf- us-esːe  'let him/them frighten someone' (4a)  

c. fud-uʃ  

f. *fud-uf  'cause to uproot' (4b)  

Well-formed correspondence structures in Koyra are as in (5a) through (c), contrasted with the ill-formed structures in (5d) through (5f). Syllable-adjacent sibilants must correspond (5a) (c.f. (5d)); more generally, due to transitivity, all sibilants in a string of syllable-adjacent sibilants must correspond (5b) (c.f. (5d)). However, any sibilants that are separated by one or more non-sibilant consonants cannot correspond ((5c) and (5f)). Note that, as in the ill-formed (5d) versus the well-formed (5c), when the correspondence relation is absent is just as important to the well-formedness generalization as when it is present.

Koyra is not the only case in which intervening material can affect LDCA. In colloquial Slovenian (henceforth simply 'Slovenian'; Jurgec, 2011) coronal obstruents [t,d] block [±anterior] harmony but coronal sonorants [n,r] do not. (As in Kinyarwanda, Slovenian sibilant harmony is optional except in the blocking cases, in which it is entirely blocked.)

(6) Slovenian sibilant harmony (Jurgec, 2011)  

a. spi 'sleeps'  

fpiʃ 'you sleep'  

zapor 'prison'  

3apor-nilki 'prison (adj)'  

b. sit 'full'  

na-sitʃ 'you feed' *na-fitʃ  

zida 'build'  

zidaʃ 'you build' *zidaʃ  

The condition on correspondence in these languages is thus that it is blocked when some class of segments intervenes. In Slovenian, the well- and ill-formed correspondence relations can be posited as follows.

(7)  

a. poʒabiʃ  

c. *pozabiʃ  'you forget' (6a)  

b. zidaʃ  

d. *zidaʃ  'you build' (6b)  

To account for LDCA in Slovenian with surface correspondence, the relation has to hold between two sibilants when no non-sibilant coronal obstruents intervene, as in (7a) and (c). Conversely, it cannot hold when coronal stops intervene (7b) and (d). Similar patterns are also
attested in Kinyarwanda (Walker and Mpiranya, 2006; Walker et al., 2008; Bennett, 2013) and several dialects of Berber (Elmedlaoui, 1995; Hansson, 2010).¹

Finally, nasal harmony in Kikongo (Ao, 1991; Odden, 1994) shows that syllable structure can also factor into conditions on correspondence (Rose and Walker, 2004). In Kikongo, a suffix /l/ becomes [n] following a stem containing an onset nasal. The following illustrates this with the applicative suffix /il/.

(8) Kikongo (Odden, 1994; Rose and Walker, 2004)

a. ku-toot-il-a ‘to harvest for’  
b. ku-kin-in-a ‘to dance for’  
sakid-il-a ‘congratulate for’  
ku-kin-is-in-a ‘to make dance for’

Rose and Walker (2004) highlight that coda nasals do not trigger the harmony (9a), but they are transparent to it (9b). The following illustrates this with the active perfective suffix /ele/. (Realization of the suffix vowels depends on vowel harmony, and an unrelated process changes /l/ to [d] before [i].)

(9) Neutrality of Kikongo NCs (Rose and Walker, 2004)

a. bantik-id ‘begun’  
b. tu-mant-ini ‘we climbed’
  kemb-ele ‘we hunted’  
c. * ku-ki.ni.la ‘to dance for’ (8b)  
d. * ban.ti.ki.di ‘begun’ (9a)

In terms of correspondence, while onset nasals form a relation with sonorant consonants and voiced stops, coda nasals must be transparent to the correspondence relation. This is diagrammed explicitly in (10). In (10), periods mark syllable boundaries to make it clear when a consonant is in coda or onset position.

(10) a. ku.ki.ni.na  
b. ban.ti.ki.di  
c. * ku-ki.ni.la ‘to dance for’ (8b)  
d. * ban.ti.ki.di ‘begun’ (9a)

As shown in (10a), onset nasals form correspondence relations with other sonorant consonants and voiced stops, and it is ill-formed when they do not (10c). In contrast, coda nasals do not form correspondence relations with other sonorant consonants and voiced stops, and it is ill-formed when they do (10d).

To briefly summarize, correspondence can be conditioned not only on the featural makeup of the correspondents, but can also be conditioned on intervening material, and on the prosodic role of the correspondents.

¹Bennett (2013)’s analysis of Kinyarwandan retroflex harmony relies on intermediate, local correspondence chains that are unbroken by noncoronal obstruents, which are not specified for [±retroflex], but blocked by coronals that are necessarily specified as [−retroflex]. Such an analysis is untenable for Slovenian, in which intervening [+anterior] coronals [n] and [r] do not block harmony (as in (6a) [Zapor-njiki] ‘prison (adj)’).
2.3 Some unattested correspondence conditions

Bennett (2013) argues persuasively that surface correspondence should be an equivalence relation, but it is certainly not the case that every possible equivalence relation is an attested surface correspondence relation. The following highlights this with two logically possible, but unattested, sets of conditions on correspondence, taken from McMullin and Hansson (2016).

The first is a correspondence relation as in (11), in which the correspondence relation picks out even and odd pairs of syllable-adjacent sibilants.

\[
\begin{align*}
\text{a. } & \text{sasāsā} \\
\text{b. } & \text{fasāsā} \\
\text{c. } & \text{*sasāsā}
\end{align*}
\]

In (11), in a sequence of three syllable-adjacent sibilants, only two will pair off, leaving the third to only correspond with itself (11a) (cf. (11c)). In an a sequence of four sibilants, the correspondence relation splits them up into adjacent pairs (11b). In general, in sequences of even sibilants, correspondence will divide them into a sets of adjacent pairs, and in sequences of odd sibilants all except for one will be divided into pairs. This is pattern is unattested, but as McMullin and Hansson (2016) discuss and as shown below in §5.1, it can be generated in OT when conditions on syllable-adjacency compete with the definition of correspondence as transitive.

The second logically possible, but unattested correspondence pattern is what McMullin and Hansson (2016) call ‘agreement-by-proxy’, in which two dissimilar segments do not correspond unless a third segment, similar to each, is present in the word. The example they give involves two similarity conditions on correspondence: one in which obstruents of the same place correspond (as in (12a) below) and all continuant obstruents correspond (as in (12c) below). In the following example, the LDCA pattern is regressive assimilation to a following [+voice] obstruent.

\[
\begin{align*}
\text{a. } & \text{žaža, gaxa} \\
\text{b. } & \text{saga} \\
\text{c. } & \text{saxa} \\
\text{d. } & \text{žagaxa, *gaxa}
\end{align*}
\]

In the absence of other obstruents, obstruents of different place do not correspond, as in (12b). However, if we assume the transitivity of correspondence, then if we add another consonant that agrees in place with one obstruent and continuancy in another, then all three must correspond, as in (12d). Thus, this third obstruent that sits midway in similarity between the other two obstruents serves as a ‘proxy’ that conditions their correspondence. This is a logically possible equivalence relation one could define (and, as pointed out in McMullin and Hansson (2016) and described in §5.1, one can define in OT), but is not actually attested empirically.

Thus, a theory of correspondence should meaningfully distinguish between the attested conditions on correspondence in §2.2 and the unattested conditions just discussed. The re-
mainder of the paper argues that theory that states phonological structure is FO-definable best accounts for this typological variation.

3 Computational characterizations of phonological structure

That phonological structure should be FO-definable from strings is directly related to restrictive computational characterizations of phonotactic patterns. This section surveys results that show that phonotactics are FO-definable sets of strings, and discusses how to connect these results directly to statements about phonological structure. An important consequence of this, highlighted in §3.3, is that FO-definable structure does not increase expressivity beyond FO-definable sets of strings.

3.1 Computational characterizations of phonology

Recent work has marshaled evidence for theories of phonotactic patterns based on their computational properties (Heinz, 2009, 2010; Graf, 2010a,b; Heinz et al., 2011; Rogers et al., 2013; Lai, 2015; McMullin and Hansson, 2016). We can view a phonotactic pattern as a (potentially infinite) set of strings, and then study the expressive power required to describe that set (Heinz, 2010). Formal language theory, a subfield of theoretical computer science, then provides method for organizing sets of strings into classes with well-studied properties (overviews can be found in textbooks such as Hopcroft et al., 2006). A theory of phonotactics based in these properties thus makes hard claims about bounds cognitive complexity of phonotactic patterns (Rogers and Pullum, 2011; Rogers et al., 2013), and how they are learned (Heinz, 2009, 2010; Lai, 2015; McMullin and Hansson, 2015; Jardine and Heinz, 2016; Jardine and McMullin, 2017).

For example, the Navajo sibilant harmony pattern described in §2.1 can be thought of the infinite set $S_{Nav}$ in (13) of strings of segments that conform to the Navajo sibilant harmony pattern.

(13) \[ S_{Nav} = \{ \text{fil?}, \text{si?á}, \text{f?te};\text{z}, \text{dasdo};\text{lis}, \text{dasdodododo};\text{lis}, \ldots \} \]

The strings not in $S_{Nav}$ are thus the strings that do not conform to the Navajo pattern, as exemplified in (14).

(14) \[ \text{f?te};\text{z} \notin S_{Nav}, \text{site};\text{z} \notin S_{Nav}, \text{dasdodododo};\text{lis} \notin S_{Nav}, \ldots \]
The question is: what computational power is required for a procedure that distinguishes the strings in $S_{Nav}$ from the strings not in $S_{Nav}$? The classifications in formal language theory are based on the complexity of these procedures.

A procedure for checking membership in $S_{Nav}$ can be very simple; if for any two segments in the string one is in the set \{s, z\} and the other is in the set \{f, \j\}, then the string is not in $S_{Nav}$. (This is simplifying somewhat; to consider a larger range of sibilants, one simply needs to expand the sets of [+ant] and [-ant] sibilants.)

This is so simple as to seem obvious, or perhaps even trivial. However, the importance of the simplicity of checking membership in $S_{Nav}$ reveals itself when put in the context of all the logically possible procedures for checking membership in a set of strings. For example, consider a set whose membership-checking procedure counts the number of sibilants in a string and says the string is in the set when the number is even and is not in the set when the number is odd. Let $S_{Even}$ denote this set of strings; examples are given in (15).

\[ S_{Even} = \{\text{fite}\j, \text{site}\j, \text{fite}z, \text{dasdo}lis, \text{da}[dof]da[dos}, ...\} \]

\[ \text{filiz} \notin S_{Even}, \text{si\j\á} \notin S_{Even}, \text{da[dof]d[a]} \notin S_{Even}, ... \]

For $S_{Even}$, the strings ‘fite\j’, ‘site\j’, and ‘fitez’ are all members of the set, because they all contain an even number of sibilants, regardless of whether or not those sibilants agree. Conversely, ‘si\j\á’ and ‘da[dof]d[a]’ are not members of the set because they have an odd number of sibilants.

It can be shown that the membership-decision procedure for $S_{Even}$ is categorically more complex than that for $S_{Nav}$. In precise terms, $S_{Nav}$ is in the star-free (SF) complexity class of string sets, which is a proper subset of the regular (REG) class (McNaughton and Papert, 1971). The set $S_{Even}$ is properly in REG, meaning it is in REG but not SF. The reason why will be discussed momentarily.

The other important fact is that $S_{Even}$ is, from the perspective of phonotactics, bizarre. No pattern in either the typologies of Hansson (2001, 2010) or Rose and Walker (2004) makes reference to anything like the number of a particular type of consonant in the word. Thus, a hypothesis that phonotactics are SF correctly excludes $S_{Even}$ from its predicted typology based on the type of computations required to judge well-formedness of a string with respect to the pattern.

Studies of phonotactics have found them to be at most SF (Heinz, 2009, 2010; Graf, 2010a,b; Heinz et al., 2011; Rogers et al., 2013; McMullin and Hansson, 2016) with two potential exceptions (see Fn. 8). In fact, these studies have argued for more restrictive complexity classes for phonotactics (see §5.2), but this paper will focus on the SF class for two reasons. One, as to be discussed in §5.2, SF more readily captures the full range of attested LDCA patterns. Two, and more importantly for the purposes of this paper, the SF class has a natural
definition in terms of FO logic (McNaughton and Papert, 1971), as detailed next in §3.2. As is then shown in §3.3, FO logic allows us to define phonological structure in a way that is in line with results from computational characterizations of phonology.

### 3.2 First-order logic over strings

Formal language theory provides different, but converging, ways to characterize the complexity classes discussed above (e.g., finite-state machines; for an overview see Hopcroft et al. 2006). Mathematical logic is one well-established method (Büchi, 1960; McNaughton and Papert, 1971; Immerman, 1980; Thomas, 1982; Rogers, 1997; Rogers et al., 2013). This is because satisfaction in a particular logical language can model the kinds of computations that are characteristic of a complexity class. The following shows how FO logic does this for sets in the SF class.

In order to define FO logic over strings, we need to explicitly define strings using finite model theory (interested readers are referred to Libkin 2004 for a thorough introduction). First, we fix an alphabet, or finite set of symbols. This can include entire set of symbols in the IPA, but for the present purposes let us, without loss of generality, consider a simplified alphabet of \{s, f, a, t\}. We can uniquely identify a string over this alphabet by specifying a domain \(D\) of positions, a precedence relation \(<\) that forms a linear order over these positions, and for each symbol \(a\) in our alphabet, a unary relation indicating the subset \(P_a\) of \(D\) that specifies which symbols in \(D\) are labeled \(a\). Thus, for an alphabet \{s, f, a, t\} strings are of the form in (16).

(16) \[\langle D; <, P_s, P_f, P_a \rangle\]

Such a general shape of a structure is called a signature. A specific instantiation of a signature is called a model; a model of the string ‘safa’ is given in Fig. 1.

\[
\begin{align*}
  D &= \{1, 2, 3, 4\}; \\
  < &= \{(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)\}; \\
  P_s &= \{1\}, \quad P_f = \{3\}, \\
  P_a &= \{2, 4\}, \quad P_t = \{\} 
\end{align*}
\]

Figure 1: Mathematical and graphical description of a model of the string ‘safa’. Elements in \(D\) are depicted as indexed circles, pairs in the order \(<\) depicted as arrows, and membership in the sets \(P_s, P_f, P_a,\) and \(P_t\) is indicated by the label on each circle.

The string ‘safa’ has five elements in its domain, indexed in Fig. 1 using the natural numbers \{1, 2, 3, 4, 5\}. The precedence relation \(<\) is thus the usual order over these numbers, and
the sets $P_s$, $P_t$, $P_a$, and $P_i$ indicate which elements in $D$ are labeled with each symbol. For example, the elements 2 and 4, which correspond to the second and fourth positions in ‘ṣafa’, are both in the set $P_a$. Note that $P_i$ is empty, as no positions in ‘ṣafa’ are labeled ‘t’.

Every string one can create out of the alphabet $\{s, t, a, t\}$ thus can be represented with a model of the signature in (16). As an additional example, a model for the string ‘jataf’ is given in Fig. 2.

![Graphical representation of a model of the string ‘jataf’](image)

Figure 2: Graphical representation of a model of the string ‘jataf.’

Given a fixed signature (i.e., given a fixed alphabet), we can then define a FO logic for strings using the relations in that signature. Let $x$, $y$, $z$, etc., be variables and then let $x < y$ and $P_a(x)$ for each $a$ in the alphabet be atomic predicates. These variables will be assigned values in $D$ in a model; thus, $x < y$ will evaluate to true if and only if $x$ and $y$ are assigned to a pair in $<$ in that model. For example, $x < y$ is true in Fig. 1 when $x$ is assigned to 1 and $y$ is assigned to 5 (because $(1, 5)$ is a pair in $<$), but not when $x$ is assigned to 3 and $y$ is assigned to 2 (because $(3, 2)$ is not in $<$). Similarly, $P_a(x)$ is true in a model only when $x$ is assigned to an element in $P_a$ in that model. For example, $P_s(x)$ is true in Fig. 1 when $x$ is assigned to 1, but not when it is assigned to 2. We also add an atomic predicate $x = y$ that evaluates to true when $x$ and $y$ are assigned to the same element in $D$.

Atomic predicates are also predicates. We define the full set of predicates recursively using the standard Boolean connectives and quantifiers $\forall$ and $\exists$ as follows. For predicates $\varphi$ and $\psi$, $\neg \varphi$, $\varphi \land \psi$, $\varphi \lor \psi$, $\varphi \rightarrow \psi$, and $\varphi \leftrightarrow \psi$ are also predicates, and we assume the usual evaluation of their respective truth values (e.g., $\varphi \land \psi$ is true in a model when both $\varphi$ and $\psi$ are true in the model). Parentheses will be used to disambiguate; e.g., $(\varphi \land \psi) \rightarrow \rho$ is distinct from $\varphi \land (\psi \rightarrow \rho)$. Let the notation $\varphi(x)$ mean that $x$ is the only variable in the predicate $\varphi$ not already bound by a quantifier. Then $(\forall x)[\varphi(x)]$ and $(\exists x)[\varphi(x)]$ are also predicates. Quantifiers control the assignment of variables: $(\forall x)[\varphi(x)]$ is true when for all assignments of $x$ to elements in the model’s domain $D$, $\varphi(x)$ is true; $(\exists x)[\varphi(x)]$ is true when for at least one assignment of $x$ to an element in the model’s domain $D$, $\varphi(x)$ is true. For example, $(\forall x)[P_s(x)]$ is false in Fig. 1 because while $P_s(x)$ is true when $x$ is assigned to 1, it is false when $x$ is assigned to 2. In contrast, this means that $(\exists x)[P_s(x)]$ is true in Fig. 1, because $P_s(x)$ is true for at least one assignment of $x$. As shorthand, predicates with nested, adjacent quantifiers like $(\exists x)[(\exists y)[\varphi(x, y)]]$ will be written $(\exists x, y)[\varphi(x, y)]$.

FO logic is the set of all predicates defined as above; an example is in (17).

(17) $\varphi_{\text{Nav}} = (\forall x, y)[\neg (P_1(x) \land P_s(y))]$
This predicate can be described in English as follows: for all \( x \) and \( y \), it cannot be the case that \( x \) is a ‘\( J \)’ and \( y \) is a ‘s’. If we try evaluating this predicate in the model in Fig. 1, then it will evaluate to false. When \( x \) is assigned to 3 and \( y \) is assigned to 1, then the predicate inside the quantification fails: 3 is in ‘\( J \)’ and 1 is in ‘s’. So the innermost conjunction is true, which makes its negation false. Thus, there is an assignment of \( x \) and \( y \) such that the predicate inside the quantification is false, and so the entire quantification is false. (Note that there is no requirement that \( x \) must be assigned to an element that precedes the element \( y \) is assigned to.) In contrast, for the model in Fig. 2, for every assignment of \( x \) and \( y \) to pairs in \( D \), the inner predicate will be true, and so the entire predicate will be true.

Predicates whose variables are all bound by a quantifier describe sets of strings. Consider \( \varphi_{\text{Nav}} \): for any string which contains both an ‘\( J \)’, and a ‘s’, \( \varphi_{\text{Nav}} \) will evaluate to false in its model, and for any string without both an ‘\( J \)’ and a ‘s’, \( \varphi_{\text{Nav}} \) will evaluate to true in this model. A predicate in which all variables are bound by a quantifier is called a sentence. A classic result of formal language theory is that FO sentences describe exactly the SF sets (McNaughton and Papert, 1971); thus, no FO sentence can describe the properly REG set \( S_{\text{Even}} \).

**Lemma 1** There is no FO sentence that describes \( S_{\text{Even}} \).

The proof of Lemma 1 is technical, but it is a well-established fact that FO logic cannot check whether there are an even or odd number of elements in a model. (For a discussion aimed at linguists, see Graf 2010b). However, we can get the intuition why not by looking at a logic that can describe \( S_{\text{Even}} \): monadic second-order (MSO) logic, which describes exactly REG (Büchi, 1960). MSO logic is defined in the same way as FO logic, but it extends the FO definitions with set variables \( X \), \( Y \), \( Z \), etc., that are assigned to arbitrary sets of elements in the domain. Informally, we can define \( S_{\text{Even}} \) by a MSO sentence that defines a set \( X \) representing the even sibilants in a word as counted from the left edge, and ensures that the rightmost sibilant is in \( X \).

These logical characterizations say something meaningful about the computations required for the two sets. The set \( X \) used for defining even sibilants is abstract in the sense that it is not one of the sets \( P_a \) in the signature. In contrast, FO cannot make any such reference to abstract sets. If, as phonologists, we consider strings of segments, and take the labels in our sets \( P_a \) to represent perceptible information in the string, then an FO description necessarily only refers to perceptible information in the string (including order). Thus, a FO theory of phonological structure has the cognitive interpretation that it must be derived from perceptible information in the surface string. We now turn to how to articulate such a theory.

---

2Morphological and prosodic information complicates this picture somewhat. LDCA, and thus correspondence,
3.3 First-order definitions of phonological structure

We can reconcile theories of phonological structure with computational characterizations of phonology based in strings through logic, which also gives us a powerful way to talk about the relationship between different kinds of structure. This comes from the theory of logical transformations from one structure into another (Courcelle, 1994; Engelfriet and Hoogeboom, 2001; Courcelle et al., 2012), which are based on logical interpretations (Enderton, 1972; Hodges, 1997) of the output structure in terms of the logic of the input structure. (This is thus not unlike the logical descriptions of phonological structures in Declarative Phonology (Scobbie et al., 1996).)

The figure in Fig. 3 illustrates the question for surface correspondence. As discussed in §2.1, surface correspondence is an additional relation \( R \) between surface segments (Walker, 2001; Rose and Walker, 2004; Hansson, 2001; Bennett, 2013). What do we gain by adding this relation? In other words, what kind of information does the correspondence relation represent? We can determine this precisely by defining, a logical transformation, the translation indicated in Fig. 3 from strings in a signature like that in (16) to a new signature with an additional binary relation \( R \).

\[
\langle D; <, P_s, P_t, P_a \rangle \quad \rightarrow \quad \langle D; <, R, P_s, P_t, P_a \rangle
\]

Figure 3: Comparison of a string model (left) to a string plus surface correspondence model (right). The correspondence relation, denoted \( R \) in the model on the right, is depicted by the unordered curved line. The precedence relation in each model has been abbreviated for visual clarity.

The first step is to understand that we can define new predicates in our FO logic without increasing its expressive power. To illustrate, we can define predicates expressing featural information using the basic string signature from (16). For example, the following defines what it means to be a sibilant in that signature:

\[
(18) \quad [+str\{x\}] \overset{\text{def}}{=} P_s(x) \lor P_t(x)
\]

The equation in (18) defines a new predicate \([+str\{x\}]\) that is true when \( x \) is assigned to either a ‘s’ or ‘f’ in the string model. Because the right-hand side of the equation is a FO is often confined to a stem- or root-domain (Hansson, 2001, 2010; Rose and Walker, 2004; Bennett, 2013). Domain information is not always (if ever) directly perceptible, but we can argue that that information comes from the morphology and so can be included into the signature without it representing the same kind of ‘abstract’ information as do the arbitrary sets of MSO. See also Fn. 5 and §6.
predicate as defined above, \([+\text{stri}](x)\) doesn’t extend the power of our logic—it just serves as a shorthand for the predicate on the right-hand side.

This is exactly the technique we can use to define one structure in terms of another. The theory of logical transformations states that we can define a mapping from the set of input structures in one signature to the set of output structures in another—e.g., the mapping depicted in Fig. 3—by defining each relation in the signature of the output in terms of the logic of the input (Courcelle, 1994; Engelfriet and Hoogeboom, 2001; Courcelle et al., 2012). If this can be done in the FO logic of the input signature, then FO sentences in the output signature are equivalent to FO sentences in the input signature. In other words, the output signature is FO-equivalent to the input signature.

To see how this works for surface correspondence, consider the correspondence relation in Navajo, as represented in (3), in which any two sibilants must be in correspondence. First, we use \([+\text{stri}](x)\) from (18) to define the following binary predicate that is true for any two elements that are both stridents.

\[ (+\text{stri})(x, y) \overset{\text{def}}{=} [+\text{stri}](x) \wedge [+\text{stri}](y) \]

The Navajo correspondence relation can thus be defined as in (20).³

\[ x \mathcal{R} y \overset{\text{def}}{=} x = y \vee [+\text{stri}](x, y) \]

Interpreted as building structure on a string model, the definition in (20) adds a correspondence relation between every segment and itself (because, recall, we are assuming surface correspondence is an equivalence relation) and between every pair of stridents. Examples are given in Fig. 4.

Fig. 4a repeats the mapping from Fig. 3, only with some more detail. In the model on the left side, a correspondence relation \(\mathcal{R}\) has been created in exactly the pairs for which \(x \mathcal{R} y\) in (20) is true—including loops indicating that each element corresponds with itself. Fig. 4b shows how this correspondence relation will be built with more than one pair of sibilants; the definition for \(x \mathcal{R} y\) in (20) will in this situation pair each sibilant with every other sibilant. Finally, Fig. 4c highlights that even non-agreeing sibilants will be in correspondence, because (as per the usual definition of surface correspondence) the definition for \(x \mathcal{R} y\) in (20) makes no reference to agreement. Thus, for the Navajo correspondence relation, the question posited in Fig. 3 has been answered: \(\mathcal{R}\) is FO-definable, as witnessed by (20). Note that the function of this definition is very similar to a \textsc{Corr} [+\text{stri}] constraint that enforces correspondents between stridents (e.g. as in Bennett, 2013).

³To make this an asymmetric correspondence relation a la Walker (2001), we simply add another condition:

\[ x \mathcal{R} y \overset{\text{def}}{=} x = y \vee ([+\text{stri}](x, y) \wedge x < y). \]
Figure 4: Examples of adding surface correspondence to strings as defined in (20).

As noted in (3c), agreement is then enforced through constraints that forbid a particular configuration of corresponding segments. The constraint in (3c) for Navajo is repeated below, using our explicit graphical notation for correspondence models.\footnote{To create a directional version of this constraint, a la Rose and Walker (2004)’s $\text{IdC}_L \text{C}_R$, we simply additionally draw an arrow indicating a $<$ relation between the first node and second.}

\[(21) \quad \neg (\exists x, y) \left[ x \mathcal{R} y \land [+\text{ant}] (x) \land [-\text{ant}] (y) \right] \]

The sentence in (21) is a FO definition of a standard $\text{IDENT-CC}[\pm\text{ant}]$ constraint (c.f. Bennett, 2013): if two segments correspond, then they both must either be [+anterior] or [–anterior] (if they are specified for that feature at all). The constraint in (21) is a \textit{banned substructure constraint}: it marks as ill-formed any structure containing it. The structure in (21) references $[\pm\text{ant}]$ features, which are not technically in the model, but we have already seen how such features can be interpreted in terms of the model. Thus, for example, Fig. 4c does contain (21), as it includes a [+ant] and a [–ant] sibilant that are in correspondence, and so thus is ill-formed. In contrast, Fig. 4a does not contain (21), and so is thus well-formed.

Banned substructure constraints, when interpreted as inviolable constraints over the surface form, are computationally very simple kinds of constraints, and are strictly less expressive than FO sentences (Rogers et al., 2013; Jardine and Heinz, in press; Jardine, 2017a). To illustrate, a FO sentence equivalent to (21) is given in (22).

\[(22) \quad \neg (\exists x, y) \left[ x \mathcal{R} y \land [+\text{ant}] (x) \land [-\text{ant}] (y) \right] \]
Importantly, the above sentence is written in the FO logic of the Navajo correspondence signature \( \langle D; <, \mathcal{R}, P_s, P_t, P_a \rangle \). It describes sets of models in that signature. However, because we know that \( \mathcal{R} \) is definable in the FO logic of the string signature \( \langle D; <, P_s, P_t, P_a \rangle \), we know that this sentence has a translation in the FO logic of the string signature. This is a guaranteed result: because \( \mathcal{R} \) has a FO definition, for any constraint we can write as a sentence in the FO language of the \( \mathcal{R} \) model, there is an equivalent FO sentence in the string model.

Thus, the following assumes that agreement patterns are the result of banned substructure constraints defined over language-specific correspondence relations. As the correspondence relation contains some FO-definable information, this increases the power of banned substructure constraints as compared to those over strings (see §5.2). However, the following will show that we can account for the attested language-specific conditions on correspondence using a small set of similar predicates. Thus, through these constraints, phonological structure allows access to the formal expressive power of FO in a constrained way.

Once the right correspondence relation is in place, all of the agreement patterns discussed in this paper can be described by constraints like (21)/(22). The main goal, then, is to show that these language-specific correspondence conditions are indeed FO-definable. The following thus abstracts away from the actual agreement constraints and thus focuses on FO definitions of the correspondence relations.

### 4 The first-order definability of correspondence

The following analyzes the language-specific constraints on correspondence in terms of FO logic. In doing so, we discover an even stronger characterization: all of these conditions are expressible with universal (\( \forall \)) quantification. We also discover that conditions on correspondence are essentially just conjunctions and disjunctions of FO predicates that follow a few basic templates. §4.2 will then prove for the unattested pairing correspondence that there is no FO definition, and conjecture that the restriction to universal quantification excludes agreement-by-proxy.

#### 4.1 Attested correspondence conditions

The previous section has already shown that the basic correspondence condition on Navajo—simply that two segments are in correspondents if they are both sibilants—is FO-definable. The following shows that the rest of the attested conditions on correspondence in §2.2 are FO-definable.

We begin with Koyra, which exemplified a correspondence relation conditioned on distance. Examples are repeated below in (23) from (5).
Recall that correspondence in Koyra works as follows: syllable-adjacent sibilants must be in correspondence, as in (23a) versus (23d); sequences of syllable-adjacent sibilants are all in correspondence, as in (23b) versus (23e); and non-syllable adjacent sibilants do not correspond, as in (23c) versus (23f).

We can define this correspondence, drawing from McMullin and Hansson (2016)’s characterization of it as transvocalic agreement, as transvocalic correspondence. That is, sibilants only separated by vowels, and other sibilants, are in correspondence. The first step in defining such a property is to identify when an element intervenes between two other elements. This is captured by (24).

\[(24) \text{inter}(x, y, z) \overset{\text{def}}{=} (x < z \land z < y) \lor (y < z \land z < x)\]

The predicate \text{inter}(x, y, z) is true when \(z\) intervenes between \(x\) and \(y\)—note that it is specifically designed so that the order of \(x\) and \(y\) does not matter. (This aids in capturing a symmetric correspondence relation.) The property of being transvocalic can then be captured by the following FO predicate.

\[(25) \text{transV}(x, y) \overset{\text{def}}{=} (\forall z) [(\text{inter}(x, y, z) \land C(z)) \rightarrow [+\text{stri}](z)]\]

The predicate \text{transV}(x, y) is thus true when for any consonant \(z\) intervening between \(x\) and \(y\), that consonant must be a sibilant. The correspondence relation for Koyra is thus as in (26).

\[(26) x \mathcal{R} y \overset{\text{def}}{=} x = y \lor ([+\text{stri}](x, y) \land \text{transV}(x, y))\]

The definition in (26) is just the condition on (20) with \text{transV}(x, y) as an additional condition conjoined to the similarity condition [+stri](x, y). Examples are given below in Fig. 5. As they are redundant, the reflexive pairs in the correspondence relation will be henceforth omitted from the diagrams.

The contrast between Fig. 5a and Fig. 5b captures the core point of the Koyra correspondence pattern: sibilants in adjacent syllables correspond, but sibilants separated by more than one syllable not containing a sibilant do not. Specifically, correspondence is blocked in Fig. 5b by \text{transV}(x, y), as this predicate is not true for the two sibilants in Fig. 5b. However, sibilants in nonadjacent syllables can correspond as long as the intervening syllables also only contain sibilants, as in Fig. 5a. Thus, correspondence condition on syllable-adjacency can be captured in FO. 

\[(23)\]

a. go:[f]u] \quad d. *go:[f]-us \quad \text{‘cause to pull’ (4a)}

b. d[af]-u]e: \quad e. *d[af]-us:e \quad \text{‘let him/them frighten someone’ (4a)}

c. sod-us \quad f. *sod-u] \quad \text{‘cause to uproot’ (4b)}
Figure 5: Examples of adding surface correspondence to strings for Koyra as defined in (26). Loops indicating the reflexive pairs in the correspondence relation have been omitted from the diagram.

Correspondence that is blocked by intervening material can also be defined in a very similar way. Recall that in Slovenian, sibilant harmony is blocked by intervening non-retroflex coronals and non-sibilant coronals, respectively. The correspondence pattern for Slovenian is repeated below in (27) from (7).

(27)  

a. pozabi\textsuperscript{f}  

c. * pozabi\textsuperscript{f}  ‘(you) forget’ (6a)  

b. zida\textsuperscript{f}  

d. * zida\textsuperscript{f}  ‘(you) build’ (6b)  

In Slovenian, sibilants must correspond unless a non-sibilant coronal obstruent intervenes, as in (27b) versus (27d). The following predicate tests for an intervening non-sibilant coronal, \text{transS}(x, y) in a similar way to \text{transV}(x, y) for Koyra.

(28)  

\[ \text{transS}(x, y) \overset{\text{def}}{=} (\forall z) \left[ \left( \text{inter}(x, y, z) \land [-\text{son}](z) \land \text{cor}(z) \right) \rightarrow [+\text{stri}](z) \right] \]

The correspondence relation for Slovenian is thus as in (29).

(29)  

\[ x \mathcal{R} y \overset{\text{def}}{=} x = y \lor ([+\text{stri}](x, y) \land \text{transS}(x, y)) \]

Examples are given in Fig. 6. Note that they include an extra symbol ‘n’ in their signature, to illustrate that a sonorant coronal does not block correspondence.

Thus, conditions on intervening material can be expressed by FO predicates that differ only in specification of intervening material.\(^5\)

Finally, the prosodic role of potential correspondents also can play a role in the conditions on correspondence, as we saw in Kikongo. As illustrated in (30) below, repeated from (10),

\(^5\)Bennett (2013)’s family of CC-EDGE constraints which prohibit correspondence across particular domain boundaries can be defined in FO in the same way if the boundary is included in the string signature.
only onset nasals correspond; coda nasals (as in (30b) and (d)) do not correspond with any other segments.

(30) a. ku.ki.ni.na c. *ku.ki.ni.la ‘to dance’ (8b)
b. bann.ti.ki.dii d. *bann.ti.ki.ni ‘begun’ (9a)

To do this, we define predicates that identify codas and onsets, and create a similarity predicate based on syllable role. In Kikongo, coda consonants are those for whom any immediately following segment is a consonant.

(31) coda(x) def = (∀y,z) [ C(x) ∧ ((x < y ∧ ¬(x < z ∧ z < y)) → C(y)) ]

In (31), x is a consonant and for any y that immediately follows x, y is also a consonant. That y immediately follows x is captured by the predicate (x < y ∧ ¬(x < z ∧ z < y)), which ensures that no z intervenes between x and y. The predicate defining onsets is similar, demanding the following element to be a vowel.\(^6\)

(32) onset(x) def = (∀y,z) [ C(x) ∧ ((x < y ∧ ¬(x < z ∧ z < y)) → V(y)) ]

Using these two predicates we can define a new predicate SRole(x,y) (after Rose and Walker (2004)’s constraint), which states that x and y are either both an onset or both a coda.

(33) SRole(x,y) def = (onset(x) ∧ onset(y)) ∨ (coda(x) ∧ coda(y))

\(^6\)Both of these definitions are vacuously true when no segments follow x; that is, when x is the last segment in the word. This is of course correct for coda(x) but not onset(x). This can be remedied by adding word boundaries to the signature (see also fn. 5), in which case coda(x) would need to be modified to check that a following element is either a consonant or a word boundary.
In FO, the definition of the correspondence relation thus states that correspondents have the same syllable role. Logically, this is added via conjunction to the similarity condition in Kikongo. Note that in Kikongo correspondence, nasals must correspond both with voiced stops and liquids. To do this, the definition below states that $x$ and $y$ are both either [+voiced, –continuant] (which links nasals and voiced stops) or [+sonorant, +consonantal] (which links nasals and liquids). The full definition for the correspondence relation thus conjoins this condition to the syllable role condition:

\[(34) \quad xRy \overset{\text{def}}{=} x = y \lor \left( \left( [+\text{voi},-\text{cont}](x,y) \lor [+\text{son},+\text{cons}](x,y) \right) \land \text{SRole}(x,y) \right) \]

Thus, correspondents must match the featural similarity and also either both be codas or neither be codas. (Technically, this conflates onsets and syllable nuclei, but as Kikongo arguably does not have syllabic consonants we can ignore this distinction for the sake of simplicity. Word-initial NC sequences exist but these are best analyzed as single segments (Ao, 1991), and regardless, they fall outside of the domain of agreement (Rose and Walker, 2004)). Examples are given in Fig. 7.

![Figure 7: Examples of adding surface correspondence to strings for Kikongo as defined in (34).](image)

To summarize, the attested conditions on correspondence outlined in §2.2—similarity, syllable-adjacency, dependence on intervening material, and dependence on syllable roles—are all FO-definable. Two points will be of interest in the remainder of the paper. The first is that all of these definitions required only use of universal ($\forall$) quantification (if that). It is known that use of a single quantifier is strictly less powerful than the use of alternating universal and existential quantifiers (Place and Zeitoun, 2015).\footnote{Strictly speaking, results about complexity of quantifier alternation only hold in \textit{prenex normal form}, in which all quantifiers appear at the very beginning of the predicate. This is because that, using $\rightarrow$ or $\neg$, one can define $\forall$ from $\exists$. There are some embedded $\forall$ quantifiers in the above predicates (specifically in $\text{trans}(x,y)$, etc.), but since these are not under the scope of $\neg$ or $\rightarrow$ we know there is an equivalent $\forall$-only predicate in prenex normal form.} We can thus tentatively posit an even stronger hypothesis for phonological structure: it can only be defined using universal quantification. This will factor into the following discussion of agreement-by-proxy. Second, all of these definitions involved conjunctions and disjunctions of conditions on the basic sim-
ilarity constraint: correspondents must be similar in some way, and they satisfy some other constraint.

4.2 Unattested correspondence conditions

As explained in §2.3, one unattested, yet logically possible correspondence relation partitions correspondents into disjoint, adjacent correspondence pairs, as repeated below in (35).

(35) a. ֶסֶסֶס b. ֶסֶסֶס c. *סֶסֶס

Regardless, it can be shown that there is no FO definition for \( xRy \) under this version of correspondence.

**Theorem 1** A correspondence relation \( xRy \) which partitions the set of correspondents in a string into either disjoint pairs or singletons is not FO-definable.

**Proof:** (Sketch.) By contradiction. Say \( xRy \) is definable in the FO-logic of string models. Then so is the sentence

\[
(\forall x \exists y)[xRy \land \neg x = y]
\]

However, this sentence describes exactly the set of strings in which any sequence of syllable-adjacent sibilants must be even (note that the structure in (11b) satisfies this sentence but the structure in (11a) does not). It can be shown from Lemma 1 that this is not FO-definable. (Technically, \( S_{\text{Even}} \) counts sibilants over the entire word, while the above statement only looks at sequences of adjacent sibilants, but both depend on whether or not the sequence contains an even number of sibilants.) Because the rest of the sentence is built out of FO predicates, \( xRy \) must not be FO-definable. \( \square \)

The other unattested pattern from §2.3, the ‘agreement-by-proxy’ pattern, is FO-definable but appears to require existential quantification. Recall that in this pattern, obstruents that differ in both place and continuancy do not correspond, unless there is a third continuant obstruent that agrees in continuance with one and place in the other. The examples from (12) are repeated below in (36).

(36) a. ֶצֶדֶא, ֶגֶאֶא b. ֶסֶגֶא c. ֶסֶאֶא d. ֶזֶגֶאֶא *סֶגֶאֶא

First, we need to define the correspondence relation to occur between obstruents of the same place (as in (36a)) and continuant obstruents (as in (36c)). The following defines what it means to have the same place feature.
(37) \[ \alpha_{\text{place}}(x,y) \overset{\text{def}}{=} (\text{[cor]}(x) \land \text{[cor]}(y)) \lor (\text{[lab]}(x) \land \text{[lab]}(y)) \lor (\text{[vel]}(x) \land \text{[vel]}(y)) \]

To capture a correspondence relation that connects segments that satisfy either similarity condition, we can use logical or, as in (34) for Kikongo. However, that is not enough: two segments that fail either similarity condition can still correspond if there is a ‘proxy’, as in (36d). This also must be included in the disjunction of the similarity conditions, as in (38).

(38) \[ x \mathcal{R} y \overset{\text{def}}{=} x = y \lor [-\text{son}, \alpha_{\text{place}}](x, y) \lor [-\text{son}, +\text{cont}](x, y) \lor (\exists z)[-\text{son}, +\text{cont}](y, z) \land [-\text{son}, \alpha_{\text{place}}](x, z) \]

The last conjunct in (38) checks for the existence of a for any \( x \) and \( y \) that fail the place and continuancy similarity conditions, they can still correspond if there is still some \( z \) that agrees in continuancy with \( x \) and in place with \( y \). However, formally, this is a different kind of predicate than the ones we have used so far: it includes the quantifier \( \exists \). This is a formal expression of the intuition of why the agreement-by-proxy correspondence relation is bizarre: instead of checking conditions only on potential correspondents, it searches for the existence of some third proxy that shares properties with these correspondents.

By restricting ourselves to definitions that only use \( \forall \) quantification, we likely can exclude such correspondence conditions from the predicted typology. This requires that the following conjecture is true.

**Conjecture 1** There is no predicate that is logically equivalent to (38) that only includes \( \forall \) quantifiers.

A proof of this conjecture would be technical, and shall be left for future work.

## 5 Comparison to previous approaches

This paper has advocated for a view of phonological structure in which it is explicitly defined from surface strings, and has shown that restricting these definitions to a fragment of FO logic provides a restrictive, yet sufficient theory of phonological patterns. The following compares this to two other current approaches to LDCA: correspondence theory in OT and formal language-theoretic complexity classes.

### 5.1 Comparison to Optimality-Theoretic definitions of correspondence

At first blush, a stark contrast between the definitions for correspondence provided here and the general framework of OT is that OT is predicated on the idea of *violable* constraints, while the
logical definitions given in this paper are *inviolable*, as in they are defined to apply across-the-board. However, upon closer inspection, the OT constraints that build correspondence function categorically; for the attested patterns, they are either true for the entire set of surface forms or they are not.

In OT, language-specific conditions on correspondence are built out of the interaction of violable CORR constraints, which enforce similar segments to correspond, and other constraints. Thus, for example, to capture correspondence in Navajo, where all sibilants correspond, one would rank a constraint CORR[+stri] highly. Note, however, that counting of the violations is not necessary: all surviving candidates in an OT analysis for Navajo satisfy CORR[+stri] categorically (as all sibilants correspond and thus agree). Thus, CORR[+stri] ends up being equivalent to the following sentence.

(39) \((\forall x, y)[(+\text{stri})(x, y) \rightarrow x \sim y]\)

That is, all of the candidates that satisfy CORR[+stri] also satisfy (39). Note that (39) is also true of any output structure of the transduction adding correspondence relations to strings according to the definition of correspondence for Navajo in (20).

This is true of other conditions on correspondence. *Rose and Walker* (2004)’s analysis of Kikongo uses a constraint SRoL which states that all correspondents must have the same syllable role. In Kikongo, this constraint is adhered to categorically by all attested candidates, just as pairs of correspondents in the structures resulting from definition (34) for correspondence in Kikongo obey the predicate \(S\text{Role}(x, y)\).

In contrast, gradient evaluation of correspondents constraints can lead to pathologies. *McMullin and Hansson* (2016) show how the unattested pattern discussed in (2.3) in which the correspondence relation partitions sibilants into syllable-adjacent pairs. This occurs when the constraint PROXIMITY (*Rose and Walker*, 2004) is used under the assumption that correspondence is an equivalence relation. PROXIMITY was originally defined as follows by *Rose and Walker* (2004) to account for syllable-adjacency conditions on correspondence.

(40) PROXIMITY (*Rose and Walker*, 2004, p.494) Correspondent segments are located in adjacent syllables.

More precisely, PROXIMITY assigns a violation for each pair of correspondents that are not in adjacent syllables. When this is highly ranked, with any candidate with a sequence of syllable-adjacent sibilants, the winning candidate will be the one in which they are split into pairs, as the candidate with the transitive correspondence relation (the one that is actually attested in Koyra) violates PROXIMITY.
Given such a ranking, the candidate that splits correspondents into adjacent pairs, (41c), wins over the candidate in which all sibilants correspond, (41b), because the latter violates PROX. This candidate also wins out against the candidate (41a), which violates CORR[+stri] more times. A potential candidate which obtains the correct assimilation pattern by a ‘chain’ of local correspondence relations, (41d), is not generated by GEN, assuming surface correspondence must be transitive.

Bennett (2013)’s solution for problems like this one is to replace PROXITY with a CC-SYLADJ constraint that is defined almost identically to the transS(x, y) predicate from §4.1: it checks for sequences of adjacent correspondents that are not broken with a non-correspondent. However, in this case as well, the winning candidate will always satisfy CC-SYLADJ absolutely—counting of violations no longer factors into the conditions on correspondence.

However, the other unattested correspondence pattern can be generated in OT without counting violations. As McMullin and Hansson (2016) explain, ‘agreement-by-proxy’ is a pathology that arises in OT when two similar correspondence constraints, combined with the assumption of transitivity, allows for a third ‘proxy’ segment to serve as a bridge between two other segments that would not otherwise correspond. Normally, two highly-ranked correspondence constraints CORR[αF] and CORR[βG] will simply result in a surface condition such that two segments correspond if they both are [αF] or if they both are [βG] (c.f. the disjunction in definition (10) for correspondence in Kikongo). However, CORR[αF] and CORR[βG] target overlapping sets of segments and transitivity is assumed, then the presence of a segment targeted by both will cause any segment targeted by CORR[αF] to correspond with any segment targeted by CORR[βG]. In this case, characterizing the surface condition on correspondence involves not just simple disjunction, but the addition of an ∃ clause (as is necessary in §4.2’s definition (38) of this pathological correspondence relation).

Thus, the interaction of correspondence conditions in the attested patterns boils down to simple conjunction and disjunction, but this is not true for these unattested patterns. Thus, while one step towards squaring OT analyses with the results in this paper is to ensure that
constraints are written in $\forall$-quantified FO statements, this cannot be the entire story: the interaction of violable constraints in OT can lead to more complex relations on the surface. Thus, a study of the relationship between the logic of individual OT constraints and the logic of the surface forms resulting from their interaction could be a potentially fruitful area for future work.

5.2 Comparison to Formal Language Theoretic accounts of LDCA

LDCA patterns have also been integral to work on formal-language theoretic characterizations of phonotactics. Three sub-classes of the SF class have been identified as theories of LDCA: the Strictly Piecewise (SP) class (Heinz, 2010; Fu et al., 2014), the Tier-based Strictly Local (TSL) class (Heinz et al., 2011; McMullin and Hansson, 2016), and the Interval-based Strictly Piecewise Class (IBSP) class (Graf, 2017), all of which are based in some way on banned substructure constraints.

First, the SP class is defined on banned substructure constraints that operate directly over $<$ string models. For example, LDCA in Navajo, which holds that all sibilants must have the same value for anteriority, would be captured in SP by the banned substructure constraints in (42a).

(42) a. *s, *j, *s

The interpretation of (42a) is simple: [s] cannot precede [j], and [j] cannot precede [s]. Any strings in which the sibilants do not agree will contain one of the banned substructures in (42a), as highlighted in bold in (42a). Thus, like correspondence theory, SP explains LDCA through a direct relation between the agreeing segments—the difference is that in SP, this relation is the precedence relation already present in the string model. Heinz (2010) shows that the SP class captures the fact that LDCA is not mediated through intervening segments, and also is efficiently learnable.

However, there are two issues with SP. First, because the precedence relation connects all segments in a string, it is possible to write constraints banning arbitrary combinations of symbols. For example, possible to write a banned substructure constraint that forbids an [s] followed by an [e]. Correspondence theory avoids such constraints by drawing on a finite set of conditions that restrict the correspondence relation to similar segments. One way of adjusting the SP theory of LDCA is to restrict the set of banned substructure constraints to only refer to
similar segments. However, this is functionally equivalent to positing that constraints operate over models in which a precedence relation only exists between similar segments—in such a model, the precedence relation is essentially an asymmetric correspondence relation.

A second issue with the SP class is that it is essentially blind to intervening material, it cannot capture blocking patterns (Heinz, 2010; Heinz et al., 2011). The TSL class (Heinz et al., 2011) was proposed to capture such patterns. The TSL class is defined as local constraints operating over a successor relation defined over a tier, defined as a subset of the alphabet. This successor relation is a kind of intransitive precedence relation—it only relates an element and its immediately following like element. The tier is a parameter, meaning that in phonological terms it is determined on a language-specific basis. Thus, for example, to capture the LDCA pattern in Slovenian, in which an intervening [t] blocks agreement, we define a tier predicate $T(x)$ as in (43a) consisting of [s, t, f].

\[
\begin{align*}
(43) \quad & a. \quad T(x) \overset{\text{def}}{=} P_s(x) \vee P_t(x) \\
& b. \quad x \triangleleft_T y \overset{\text{def}}{=} T(x) \land T(y) \land (\forall z)[(x < z \land z < y) \rightarrow \neg T(z)]
\end{align*}
\]

A successor relation $x \triangleleft_T y$ is then defined over this tier as in (43b), which states that $x \triangleleft_T y$ is true when both $x$ and $y$ are on the tier and no $z$ on the tier intervenes. Viewed in terms of structure building as in §4, adding this ‘tier successor’ relation results in structures as in Fig. 8.

\[
\begin{align*}
(43) \quad & c. \quad s \rightarrow a \rightarrow n \rightarrow a \rightarrow f \quad \rightarrow \quad s \rightarrow a \rightarrow n \rightarrow a \rightarrow f \\
& d. \quad s \rightarrow a \rightarrow t \rightarrow a \rightarrow f \quad \rightarrow \quad s \rightarrow a \rightarrow t \rightarrow a \rightarrow f
\end{align*}
\]

Figure 8: Adding tier successor relation (labeled with $\triangleleft_T$) as defined in (43).

In TSL, the arrows banned substructure constraints as in in (42a) are interpreted as referring only to the $\triangleleft_T$ relation. By doing so, (42a) captures the Slovenian pattern: [s] cannot precede [f], as highlighted in Fig. 8c, unless there is an intervening [t], as in Fig. 8d. As exemplified in Fig. 8d, such a structure contains neither substructure in (42a); this draws from the intransitivity of $\triangleleft_T$.

TSL is similar to the proposal advanced in this paper in that it builds an enriched representation from a string and then constraints operate over that representation. Additionally, note that, indirectly, the $\triangleleft_T$ relation defined in (43) mirrors the behavior of the correspondence relation defined for Slovenian in §4.1, (29). The latter definition creates a correspondence relation
between two sibilants if and only if there is no intervening non-strident coronal; \((43)\) creates a \(\preceq_T\) relation between the two in the same condition (otherwise, it draws intermediate \(\preceq_T\) relations). Note that this falls out of the logical definition of \(\preceq_T\), which refers to the intervening material in a way similar to the condition \(\text{trans}_S(x, y)\) for correspondence in \((29)\).

The TSL class covers a wide range of patterns (McMullin, 2016; McMullin and Hansson, 2016), and is also efficiently learnable (Jardine and Heinz, 2016; Jardine and McMullin, 2017). It also excludes patterns like agreement-by-proxy (McMullin and Hansson, 2016). However, the TSL class cannot capture the syllable role condition in Kikongo LDCA. In TSL membership on the tier is based on the label of each segment. As shown above, syllable role is based not only on the label of a segment, but on local information around that segment. This is capturable if syllable information is included in the string representation, but strictly speaking, this increases the expressive power of TSL. In the other direction, as seen in \((43)\), the tier in a TSL set is always FO-definable, meaning that any pattern describable in TSL can be mimicked with a FO-definable correspondence relation. Thus, for example, while this paper has not discussed long-distance dissimilation, dissimilation appears to be TSL (with the exception of Sundanese; Heinz 2010; Heinz et al. 2011; McMullin 2016). This strongly suggests that dissimilation correspondence conditions are also FO-definable.

A third subclass that bears mentioning is the IBSP class, a generalization of SP and TSL which Graf (2017) proposes to capture domain information, as well as capture some patterns that have been shown to be outside the SP and TSL classes. Essentially, IBSP uses FO definitions to parameterize SP constraints by what intervening material can come between them (like TSL, and the correspondence definitions in this paper) and the domains over which they operate. Because it properly includes SP and TSL, IBSP can capture all of the above patterns, as well as some patterns they cannot capture. However, IBSP cannot mix local and non-local constraints (Graf, 2017, p. 400), so it cannot capture Kikongo as well. Finally, Graf proposes no constraints on quantification, so it is likely that IBSP can capture patterns that the correspondence definitions proposed in §4 cannot. One further interesting difference between IBSP and the current proposal is that it defines domains and intervening material directly in its constraints, whereas the proposal here is to build these definitions into structure. It remains to be seen in detail how these two views can be integrated, but as they both use FO definitions, it is not hard to see how to accomplish this.

6 Discussion

The preceding sections have established a FO-definable theory of correspondence and shown how it is comparable to OT and formal-language theoretic explanations of LDCA. However,
several questions remain.

First, are other kinds of phonological structure FO-definable? Jardine (2017b) shows that two-tier autosegmental representations are FO-definable from strings, but for other kinds of structure, such as syllables, feet, and higher-level prosodic structure, this remains an open question. This question may seem especially pressing for metrical structure, as the result in §4.2 that dividing sibilants into adjacent pairs is not FO-definable appears to bear negatively on the FO-definability of binary feet. However, virtually all stress patterns are SF (Rogers et al., 2013), and thus describable with FO sentences. This essentially guarantees that foot structure in each language is FO-definable. To see how this is possible in a simple case, consider the stress pattern of Pintupi, with initial stress and alternating secondary stress on every other non-final syllable thereafter (Hansen and Hansen, 1969).

\[(\sigma\sigma), (\sigma\sigma\sigma), (\sigma\sigma\sigma\sigma), (\sigma\sigma\sigma\sigma\sigma)\ldots\]

The predicate \(\text{foot}(x, y)\) in (45a) builds a relation representing trochaic feet; the bracketing in (45b) of forms from (44) indicates pairs of syllables for which \(\text{foot}(x, y)\) is true. (Feet are often given their own elements in a structure—see, e.g., Bird 1995—but for simplicity we can abstract away from that here. To see how structure-building predicates can add elements to a structure, see Jardine 2017b.)

\[(45)\]
\[
a. \text{foot}(x, y) \overset{\text{def}}{=} \text{stressed}(x) \land \text{unstressed}(y) \land (\forall z) [\neg(x < z \land z < y)]
\]
\[
b. (\sigma\sigma), (\sigma\sigma\sigma), (\sigma\sigma\sigma\sigma), (\sigma\sigma\sigma\sigma\sigma), (\sigma\sigma\sigma\sigma\sigma\sigma)\ldots
\]

The predicate \(\text{foot}(x, y)\) is true when \(x\) is a stressed syllable and \(y\) is an unstressed syllable immediately following \(x\). Because most other stress patterns are definable with FO constraints, it is likely that these can be reformulated using FO definitions of metrical structure, although a full investigation of this will be left to future work.\(^8\)

With respect to syllables and higher levels of prosodic structure, their FO-definability remains an open question. However, there is reason to believe that future work will find them to be FO-definable. Syllabification is based on identification of nuclei and the local neighborhood around those nuclei; this is likely FO-definable; Strother-Garcia (to appear) demonstrates this for Imdrawn Tashlhiyt Berber. In contrast, some theories of higher-level prosodic structure posit recursive domains (Ito and Mester, 2007, 2009; Selkirk, 2011), which would not in

---

\(^8\) The two known exceptions to the generalization that stress is SF are Cairene Arabic and Creek (Graf, 2010a,b), in which the placement of primary stress is based on an alternating secondary stress that, in at least some descriptions, is claimed to be ‘latent’ or not perceptible. If it is indeed not perceptible, then foot structure is not FO-definable in either of these languages. However, whether or not secondary stress is perceptible is controversial in at least Cairene Arabic (Halle and Vergnaud, 1987), and in either case foot structure could be FO-definable if we count the natural trochaic rhythm that humans perceive (Hayes, 1995) as ‘perceptible’ (i.e., we include it in the signature).
and of itself be FO-definable. However, this structure is usually defined by making reference to syntactic information, made explicit in, e.g., Selkirk’s MATCH theory. It is likely the case that this prosodic structure is FO-definable if syntactic information is already present in the signature (either in string or tree form). This would mean that the recursion can be attributed entirely to the syntactic, not phonological, module. Regardless, the FO-definability of prosodic structure is an important topic for future research.

Another important open question is the learnability of FO-definable structure. As the FO definitions of correspondence in §4.1 were language-specific, a full theory of FO-definable representation should have some procedure for learning these language-specific definitions. More concretely, given a finite input of strings from a LDCA pattern, it should be possible to discover both a correspondence relation and the constraints responsible for the pattern. This is a challenging problem, as it requires a learner to acquire both hidden structure and a grammar from positive data. However, this exact problem has been solved for the TSL sets (Jardine and Heinz, 2016; Jardine and McMullin, 2017). Future work on learning language-specific correspondence relations and constraints can draw on these techniques.

Finally, this paper has focused on surface well-formedness, so an important remaining question is how logical definitions of structure can be related to theories of phonological transformations from an underlying form to surface form. In the same way we can study the computational properties of well-formedness in terms of sets, we can study phonological transformations in terms of maps from strings to strings (Johnson, 1972; Koskenniemi, 1983; Kaplan and Kay, 1994; Chandlee and Heinz, 2012; Heinz and Lai, 2013; Chandlee, 2014; Tesar, 2014; Jardine, 2016). Much of this work has focused on finite-state characterizations of phonology, instead of logical ones. However, the theory of logical transformations used to study the computational properties of maps between different kinds of structure can also be applied to study maps from phonological underlying representations to surface representations (Chandlee and Lindell, forthcoming; Heinz, forthcoming). While such characterizations for LDCA maps are still the subject of ongoing research (Chandlee, forthcoming), pursuing such characterizations in tandem with the study of maps between different kinds of structures promises to be a fruitful avenue for even more restrictive theories of phonological representation.

7 Conclusion

This paper has introduced logical characterizations of phonological structure, and demonstrated that FO characterizations of surface correspondence form a part of a theory of phonology that is both computationally restrictive and can express substantive constraints on phono-
logical patterns. As discussed in the immediately preceding section, this raises a rich, yet approachable, set of research questions pursuing the relationship of logic to structure, grammars, and learning in phonology.
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