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Central Contribution

Representing (and therefore learning) opaque maps is difficult in classic Optimality
Theory (Prince and Smolensky 1993/2004) and many of its variants. We present two
learning algorithms that learn the opaque maps that Baković (2007) presents to
illustrate the typology of opaque phenomena in phonology. These algorithms are
provably correct in a well-defined sense. They succeed because the target maps are
Input Strictly Local (ISL), which is a computational property of maps known to hold
for many phonological processes (Chandlee, 2014). Here it is shown that the ISL
property also holds for opaque maps, which are not normally thought of as
corresponding to singular processes.

Computational Approach

• Both rule- and constraint-based theories of generative phonology concur on the
existence of a map from input (underlying) to output (surface) forms.

• We model these maps with functions with the goal of identifying computational
properties that are independent of grammatical formalisms (such as rules and
constraints).
(1) Let f be a function which voices obstruents after nasals.

Example: f (kampa) = [kamba]

Q: What class of functions does f belong to?
• Identifying the most restrictive set of functions needed for phonological maps

leads to a better characterization of the components of phonological grammars.
• The restrictive nature of the classes may also enable correct and efficient learning

from positive data (i.e., the properties of the class structure the learner’s
hypothesis space) (Heinz, 2009, 2010).

• FSTs are a finite means of representing an infinite function like (1) (Johnson,
1972; Kaplan and Kay, 1994; Mohri, 1997).
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• Particular classes of functions correspond to particular types of FSTs.
• Phonological maps can be modeled with the FSTs that correspond to the Input

Strictly Local functions, and this class is efficiently learnable (Chandlee, 2014;
Chandlee et al., 2014).

• Informally, a function is Input Strictly k-Local if the output of every input string
a0a1 · · ·an is u0u1 · · ·un where ui is a string which only depends on ai and the
k−1 symbols before ai in the input string (so ai−k+1ai−k+2 · · ·ai−1).

• ISL ⊂ Subsequential ⊂ Regular (Mohri, 1997; Chandlee, 2014; Chandlee et al.,
2014).

• We show that opaque maps also belong to the ISL class and are therefore also
learnable.

The Algorithms

1 Input Strictly Local Function Learning Algorithm (ISLFLA): state merging
approach (Chandlee, 2014; Chandlee et al., 2014)

• Generalizes from input data by merging states, and the state merging criterion is
based on the defining property of ISL functions (merge states with the same k−1
suffix).
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2 Structured Onward Subsequential Function Inference Algorithm (SOSFIA):
‘output-empty transducer’ approach (Jardine et al., 2014)

• The eFST defines the class of functions in the range of the learner, or (in phonological
terms) the eFST is the range of constraints for which it is possible to learn repairs.
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Opaque maps

Baković (2007) discusses 6 types of phonological opacity.

• Counterbleeding (McCarthy, 1999)

(2) Yokuts

‘might fan’
/Pili:+l/

+long → -high Pile:l
V → -long / C # Pilel

[Pilel]
• Counterfeeding-on-environment

(McCarthy, 1999)

(3) Bedouin Arabic

‘Bedouin’
/badw/

a → i / σ badw
G → V / C # badu

[badu]

• Counterfeeding-on-focus (McCarthy,
1999)

(4) Bedouin Arabic

‘he wrote’
/katab/

i → /0 / σ katab
a → i / σ kitab

[kitab]
• Self-destructive feeding

(5) Turkish (Sprouse, 1997)

‘your baby’
/bebek+n/

/0 → i / C C # bebekin
k → /0 /V +V bebein

[bebein]

Opaque maps (cont.)

• Non-gratuitous feeding

(6) Classical Arabic
(McCarthy, 2007)

‘write.MS’
/ktub/

/0 → Vi / # CCVi uktub
/0 → P / # V Puktub

[Puktub]

• Cross-derivational feeding

(7) Lithuania (Baković, 2005;
Odden, 2005)

‘to strew all over’
/ap-berti/

/0 → i / C C apiberti
-voice → +voice / D apiberti

[apiberti]

• Learning Yokuts
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Discussion

• When viewed as single maps, all of these cases of opacity are ISL for some k and
therefore fall within the class of functions learnable by these algorithms.

• Like OT and other constraint-based formalisms, this approach does not factor the
phonological grammar into individual processes.

• Unlike these constraint-based theories, this approach can handle many different
types of opacity.

Remaining issues

• Learning URs: both algorithms must be given data in the form of a set of (UR,
SR) pairs. How can URs instead be learned (cf. Tesar (2014))?

• Long-distance maps are not ISL and therefore either 1) must be decomposed into
two ISL maps or 2) are restricted by a distinct but comparable computational
property (see Heinz, 2009, 2010).
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